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We introduce the time-parallel compound wavelet matrix method (tpCWM) for modeling
the temporal evolution of multiscale and multiphysics systems. The method couples time
parallel (TP) and CWM methods operating at different spatial and temporal scales. We
demonstrate the efficiency of our approach on two examples: a chemical reaction kinetic
system and a non-linear predator–prey system. Our results indicate that the tpCWM tech-
nique is capable of accelerating time-to-solution by 2–3-orders of magnitude and is ame-
nable to efficient parallel implementation.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

The most challenging computational problems in simulating complex stochastic systems couple processes that span
several orders of magnitude in space and time. The computational difficulty arises from the fact that the representative gov-
erning equations typically apply only over a narrow range of spatiotemporal scales, thus making it necessary to represent
complex systems as the ensemble of multiple physics modules, termed here as multiscale/multiphysics (MSMP) coupling.
In many scientific and engineering disciplines, various levels of approximate representations ranging from atomistic to
mean-field approaches must be coupled across disparate scales in order to capture relevant physics.

Predictive simulations for such systems require algorithms that can efficiently integrate the underlying MSMP methods
across the scales in order to achieve prescribed accuracy under controlled computational cost. One of the most difficult mul-
tiscale problems has been concurrent coupling of systems with multiple time scales. Analysis of temporal evolution of these
systems requires that the simulation be carried out sequentially due to the inherent causal nature of time. The acceleration
of computation using parallel time algorithms in order to effectively harness recent computational advances and thus accel-
erate scientific discovery are of utmost importance.

The most challenging problems for time acceleration [23] involve initial value problems with both fast and slow time
scales. In the past, various time acceleration schemes have been employed for the simulation of MSMP problems. In partic-
. All rights reserved.
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ular, multiple time stepping (MTS) methods [23,33,26] based on operator splitting methodology, e.g., RESPA [35,24,29], mol-
lified impulse methods [20,29], trigonometric methods [23,28,7], are common in molecular dynamics simulations. These
methods are based on using different time steps (slow and fast) to integrate the slow and fast forces, while preserving
the geometric properties of the initial value problem.

Many of these methods experience parametric resonance whenever the slow time step is half a multiple of the fastest
time period [20,5,34,6,32,4]. Consequently, coupling of these coarse and fine descriptions using the conventional MTS meth-
ods would necessarily force the coarse evolution to be computed by a time step size that is dependent on the fastest fre-
quency of the fine-scale description. This will in turn make the coarse evolution computationally intensive and hence the
method is not readily suitable for coupling multiphysics problems with vastly different time scales. The above methods have
been applied to systems where slow and fast time-scales occur within the same governing equations and there is no easy
way to extend them to the current MSMP problem where the coarse- and fine-scale governing equations are different.

In addition to MTS methods, various alternate approaches have also been used to couple multiple spatial and time scales
(see recent reviews Refs. [8,37,36,25,11] and the references therein). A general multiscale methodology based on wavelets
has been examined for both spatial [15,13,12,16] and temporal scales [14,30]. This approach takes advantage of the inherent
capabilities of wavelet analysis to represent objects in a multiscale fashion. The wavelet-based approach, termed the com-
pound wavelet matrix method (CWM), couples the coarse- and fine-scales by compounding the wavelet coefficients of
coarse- and fine-scale responses. In this sense, CWM is an effective method for correcting the coarse-trajectory over long
intervals with the fine-scale simulations obtained over short intervals.

The paper is organized as follows. Section 2 describes the model problem considered here. Section 3 describes tpCWM
methodology for coupling multiple time scales. Specifically, a methodology is presented for effectively combining the time
parallel (TP) method with the compound wavelet method (CWM) that is suitable for massive parallelization and coupling
time scales. Section 4 discusses the implementation details of tpCWM and demonstrates the proposed algorithm with
few numerical examples. Section 5 concludes the paper.

2. Problem definition
We will consider a prototype multiphysics problem with the following two ingredients: (a) a coarse-scale description of
the system, and (b) a corresponding fine-scale stochastic description whose coarse-grained response is consistent with the
coarse-scale description at least to first order. Boltzmann Equation (BE) on the fine-scale and Navier–Stokes on the coarse-
scale are one such pair, and kinetic Monte Carlo at fine-scale and deterministic rate kinetics at coarse-scale are another pair.
Note that at each system level description, one may have multiple time and length scales or even multiple interacting phys-
ics modules that need to be coupled, in addition to the above multiphysics coupling.

Let the general stochastic and deterministic coupling multiphysics system be of the following form:
_yc ¼ gðx; t; ycÞ; ycðx;0Þ ¼ y0ðxÞ; x 2 B; t 2 ½0; T� ð1Þ
_yf ¼ fðx; t; yf Þ; yf ðx; 0Þ ¼ y0ðxÞ; x 2 B; t 2 ½0; T� ð2Þ
In these equations, g describes the coarse-field and f describes the stochastic fine-field and they in turn determine the
coarse- and fine-level descriptions (yc and yf , respectively).

A complexity to this problem arises when the flow of the coarse-field g alone cannot predict the overall system long-time
behavior reliably because perturbations at the fine-scales influence the long-term behavior. However, computation of the
fine solution yf to capture the dynamics over the entire space- and/or time-domains of interest is clearly futile for the fore-
seeable future. In the following, we present a general parallel MSMP methodology that can operate on any pair of consistent
coarse- and fine-scale methods in order to effectively improve the coarse model predictions without solving for the fine solu-
tion over the entire temporal domain. In particular, we seek the solution of the following form:
yðx; tÞ ¼ U½ycðx; tÞ; yf ðx; tÞ� ð3Þ
where the map U takes the solution of the coarse-field over the entire domain and the fine-field over a subset of the domain
to obtain a good approximation to yf . To make the best use of large computing resources, we seek algorithms that are ame-
nable to massive parallelization in space and time.

3. tpCWM method
This paper proposes a time parallel compound wavelet method (tpCWM) that combines the Parareal [27,2,9,1], time-par-
allel (TP) approach with the compound wavelet method (CWM). The TP method combines the fine-scale response obtained
over a short interval with the coarse-scale response, thereby correcting the coarse-trajectory over long intervals with fine-
features obtained over short intervals. The time scales are coupled by combining the wavelet coefficients of coarse and fine
responses at corresponding scales to form a compound wavelet operator that includes both coarse- and fine-scale features.
The main advantage of the tpCWM is that it can be integrated into a TP framework [1,21,19]. The simulations can be per-
formed in parallel over segments of time interval, and the coarse-trajectory is iteratively corrected by the fine-trajectory.



G. Frantziskonis et al. / Journal of Computational Physics 228 (2009) 8085–8092 8087
In the following, we first present a brief discussion of Parareal [27,2,9,1], a time-parallel (TP) approach, into which the
CWM method is integrated. The TP method is a time parallel algorithm for the solution of general initial value problems
_yc ¼ gðt; ycÞ ð4Þ
_yf ¼ fðt; yf Þ ð5Þ
with yc0 ¼ yf 0 ¼ y0, where yc describes the coarse response and yf describes the response obtained using a fine-scale model
that includes both coarse and fine features.

The TP method is used to integrate a single set of equations, say the fine description given by Eq. (5), in parallel. However,
the unique feature of this work for coupling multiphysics problems is that different governing equations (for example, coarse
and fine) are used to describe the relevant physics at different scales. In general, Eqs. (4) and (5) are consistent with each
other in the sense that coarse-graining the fine description (Eq. (5)) agrees with the coarse description (Eq. (4)) at least to
the first order. This consistency allows us to devise an efficient TP algorithm whose coarse flow is guided by the coarse
set of equations.

Assuming that the computation of the coarse-trajectory is relatively inexpensive, the basic idea of TP method is to divide
the time interval into smaller sub-intervals and compute the fine-trajectory on each of the sub-intervals concurrently with
suitably chosen initial conditions. The fine solution on each of the sub-intervals is then used to iteratively correct the coarse-
trajectory over the entire time-domain.

Let X ¼ ½0; T� denote the time interval which is divided into N sub-intervals Xn ¼ ½Tn; Tnþ1Þ of size DTn ¼ Tnþ1 � Tn such
that 0 ¼ T0 < T1 < � � � TN�1 < TN ¼ T . For simplicity, let DT ¼ DTn for all 0 6 n < N � 1. The TP method then considers the
coarse and fine evolution equations separately on each of the sub-intervals Xn ¼ ½Tn; Tnþ1Þ
_yc ¼ gðt; ycÞ; with yc0 ¼ yn ð6Þ
_yf ¼ fðt; yf Þ; with yf 0 ¼ yn ð7Þ
with initial conditions yn such that ðy0; . . . ; yN�1Þ for 0 6 n < N at each of the nodes Tn of the time-domain forms a trial con-
figuration. This trial configuration is then iteratively refined until ðy0; . . . ; yNÞ is sufficiently close to the trajectory that would
be obtained if fine-scale description (Eq. (5)) were to be solved directly.

Let GDT define the coarse propagator of Eq. (4). In the TP method, the initial trial configuration ðy0
0; . . . ; y0

N�1Þ is generated
using the coarse propagator
y0
nþ1 ¼ GDTðy0

nÞ for 0 6 n < N � 1 ð8Þ
where the superscript denotes the iteration count. By construction, we have y0
cðnþ1Þ ¼ y0

nþ1 for all n. Following this, subsequent
iterates k of the trial configuration are obtained by the following algorithm

� Propagate fine-scale solution in parallel over each time sub-interval Xn ¼ ðTn; Tnþ1Þ using the fine propagator F of Eq. (5)
such that
yk
f ðnþ1Þ ¼ Fðyk

nÞ ð9Þ

where yk
f ðnþ1Þ denotes the fine solution at Tnþ1.

� Compute error Dk
nþ1 ¼ yk

f ðnþ1Þ � yk
cðnþ1Þ for all 0 6 n < N.

� Update the trial configuration in serial
ykþ1
ðnþ1Þ ¼ ykþ1

cðnþ1Þ þ Dk
nþ1 ¼ GDTðykþ1

n Þ þ Fðyk
nÞ � GDTðyk

nÞ ð10Þ

where ykþ1
cðnþ1Þ ¼ GDTðykþ1

n Þ.

A clear advantage of TP framework is that all the terms Dk
nþ1 for 0 6 n < N can be performed in parallel. A fine-scale accu-

rate solution to the coarse-trajectory (Eq. (4)) is obtained by defining an iterative procedure that successively corrects the
coarse-trajectory based on the error defined at each node Tnþ1 as Dk

nþ1 ¼ yk
f ðnþ1Þ � yk

cðnþ1Þ. The coarse-trajectory converges onto
fine-trajectory as long as the errors Dk

nþ1 computed over successive iterates k P 0 converge rapidly to zero as the iteration
process continues. Very rapid convergence is indeed the case as will be shown in the sequence. This is mainly due to the
combined input from both the fine and coarse methods in correcting the error at each iteration within the TP framework.

Assuming that G and F are Lipschitz continuous and G is of the order m, the error ek
n ¼ yk

cn � yf ðTnÞ between the coarse-
and fine-scale solution at Tn can be estimated as [3]; similar error analysis has been performed in [27,2,9].
kek
nk ¼ jyk

cn � yf ðTnÞj 6 CðDTÞkðmþ1Þ n
k

� �
ð1þ jy0jÞ ð11Þ
For n ¼ N and k ¼ Oð1Þ, we thus obtain
kek
Nk ¼ jyk

cN � yf ðTÞj 6 CTðDTÞkmð1þ jy0jÞ ð12Þ
Hence the iterative scheme in Eq. (15) replaces a coarse discretization of order m with a discretization of order km after k� 1
iterations, which involves k coarse solutions and k� 1 fine solutions that can be calculated in parallel.
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Although TP achieves significant computational gains [18], it still requires the fine solution to be computed over each
time segment of size DT. The high frequencies involved in the fine-scale model description may limit the time step size
dt of the fine-scale problem to such an extent that even the solution of the fine-scale problem over a DT time segment be-
comes computationally prohibitive. The TP method is currently not general enough and improvements are needed for certain
class of problems. For example, for second-order hyperbolic problems improved time-parallel frameworks are necessary as
shown in [9,10,3].

In tpCWM, we use the CWM operating within the TP framework to alleviate this problem. That is, the fine-scale trajectory
is simulated for tfine � DT over each of the sub-intervals and then this fine solution is used to correct the coarse-trajectory
using CWM. Algorithm 1 summarizes the CWM method for coupling a fine-scale solution simulated over a shorter time
interval with a coarse-scale solution simulated over a much longer time interval.

In Algorithm 1,W andW�1 denote the wavelet and inverse wavelet transforms respectively, and Hða;bÞ refers to the Heav-
iside function defined as
Hða;bÞðsÞ ¼
1 if a < s < b

0 otherwise

�
ð13Þ
Here, a, represents the coarsest scale (largest scale) of the system resolved by the coarse method; c is the smallest scale re-
solved by the fine method and b is chosen based on the dominant scales resolved by the coarse and fine (by comparing the
energy at the different wavelet scales). For more details we refer to [17,30]. Finally, the steps in Algorithm 1 define the CWM
operator.

Algorithm 1. Compound Wavelet Method Operator CWMðycðtÞ; yf ðtÞÞ
1: Given: ycðtÞ and yf ðsÞ with t 2 ½Tn; Tn þ DT� and s 2 ½Tn; Tn þ tfine�, where tfine � DT
2: Compute wavelet transforms: yW

c ¼ W½ycðtÞ� and yW
f ¼ W½yf ðsÞ�

3: Apply window filter: yH�W
c ¼ Hða;bÞ½yW

c � and yH�W
f ¼ Hðb;cÞ½yW

f �
4: Compute compounding: yCWM ¼ yH�W

c � yH�W
f

5: Compute inverse wavelet transform: CWMðycðtÞ; yf ðtÞÞ ¼ W�1½yCWM�

The above procedure is a general procedure that can be applied to any multiphysics problem where coarse- and fine-solu-
tion descriptions exist. It should be noted the above methodology (Algorithm 1) is valid only for those cases in which fine-
scale is (statistically) stationary. However, one can devise dynamic CWM (dCWM) algorithm [30] that can handle non-sta-
tionary cases by dynamically combining the fine and coarse-scale simulation methods over successive sub-intervals assum-
ing that the response is quasi-stationary over each of these sub-intervals.

In tpCWM, the time parallel algorithm discussed before is modified as follows:
� Propagate fine-scale solution in parallel over a fraction of the time sub-interval Xn ¼ ðTn; Tn þ tfineÞ using the fine propa-

gator F of Eq. (5) and perform the CWM operation given in Algorithm 1 such that
yk
f ðnþ1Þ ¼ CWMðFðyk

n; tfineÞ;GDTðyk
nÞÞ ð14Þ

where yk
f ðnþ1Þ denotes the compounded solution at Tnþ1.

� Compute error Dk
nþ1 ¼ yk

f ðnþ1Þ � yk
cðnþ1Þ for all 0 6 n < N.

� Update the trial configuration in serial
ykþ1
ðnþ1Þ ¼ ykþ1

cðnþ1Þ þ Dk
nþ1 ¼ GDTðykþ1

n Þ þ CWMðFðyk
n; tfineÞ;GDTðyk

nÞÞ � GDTðyk
nÞ ð15Þ

where ykþ1
cðnþ1Þ ¼ GDTðykþ1

n Þ.

In summary, for tpCWM, Eq. (15) becomes
ykþ1
nþ1 ¼ GDTðykþ1

n Þ þ ½CWMðFðyk
n; tfineÞ;GDTðyk

nÞÞ � GDTðyk
nÞ� ð16Þ
wherein CWMðFðyk
n; tfineÞ;GDTðyk

nÞÞ is the wavelet compounded response of fine and coarse-scale responses as obtained
using Algorithm 1. That is, the tpCWM solution proceeds by instantiating the fine-scale simulation at the beginning of
each of the time increments DT of the coarse method, called nodes as shown in the schematic in Fig. 1. During each
TP iteration, this fine-scale solution is then performed over a time interval tfine � DT. Over each time interval DT , the
fine-scale solution over tfine is then compounded with the coarse solution over DT using Algorithm 1. At the end of each
iteration, the difference between the compounded solution and the coarse solution is then used to correct the coarse solu-
tion of the next TP iteration. This procedure is continued over many TP iterates until the convergence of the solution is
attained.

It should be noted that since tpCWM is an implementation of CWM within the TP framework, it inherits the computa-
tional advantages of the TP method. The tpCWM is amenable to massive parallel implementation as each of the coarse time
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The CWM reconstruction updates the mean field. (d) The CWM reconstruction updates the temporal fluctuations.
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intervals DT can be done in a trivially parallel fashion. Since the fine-scale solution is performed only over a short time inter-
val tfine compared to DT in TP, tpCWM has an additional computational speedup of 1

f where f ¼ tfine

DT

� �
over that can be

achieved using the TP method. It is noted that this acceleration is achieved solely due to the use of Compound Wavelet Meth-
od (CWM), and can be obtained even when CWM is combined with a sequential integrator. In the following, we demonstrate
the efficiency of tpCWM method using two coupled multiphysics numerical examples. Our experience with these numerical
results indicates that convergence to the solution is obtained in 3–4 TP iterations, and the interaction of the fine and coarse-
scale responses during the TP iteration process promotes this fast convergence of the method.

4. Numerical results

4.1. Application 1: Oscillatory chemical reaction system

We first consider a stochastic chemical reaction problem in which the coarse propagator is a solution of a set of deter-
ministic, ordinary differential equations (e.g. rate equations), and the fine propagator is a solution of a corresponding sto-
chastic method (e.g. kinetic Monte Carlo, KMC) [22]. The benchmark solution is the fine propagator (KMC), run over the
entire time interval.

Let a, b denote two time-dependent concentrations of the two reactive species. At steady-state, the concentrations are
a0; b0, and deviations from steady-state are denoted as A ¼ a� a0; B ¼ b� b0, respectively. Let us consider the reaction rate
ODE equations of the following form:
dA
dt
¼ j11Aþ j12B;

dB
dt
¼ j21Aþ j22B ð17Þ
Analytical solution of (17) for j11 ¼ j22 ¼ 0; �j21 ¼ j12 ¼ j ¼ 0:001 s�1, and initial values A0 ¼ 0 and B0 = 10,000, yields
oscillatory solutions for A, and B, as AðtÞ ¼ B0 sinðjtÞ [31]. The coarse model uses a deterministic algorithm for solving the
ODE system (17). The first-order Euler scheme yields, with D denoting finite difference
DA ¼ jBDt; DB ¼ �jADt ð18Þ
Although it is well known that first-order Euler scheme suffers from stability limits and is prone to significant error in accu-
racy, we choose to use large time increments for the coarse method in order to examine how the tpCWM method converges
to the correct solution as the number of iterations increase within the TP framework.

We adopt the KMC algorithm as the fine propagator for the kinetic evolution (17) of the species concentration deviations
from the steady-state. Let t1; t2 denote the times required for a unit change in the value of A, and B and are expressed as:
t1 ¼ �
1

jjAj lnð1� R1Þ; t2 ¼ �
1

jjBj lnð1� R2Þ ð19Þ
where, R1 and R2 are independent uniformly distributed random numbers between zero and unity. At every KMC iteration
step, the minimum of t1; t2 is the time increment associated with the selected unit change event. We will use the KMC solu-
tion over the entire interval as the benchmark.
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Fig. 4. (a) tpCWM solution (dotted line) at the fourth iteration for np ¼ 50; f ¼ 1=16 and its comparison to the coarse (dashed line) and ‘‘exact” (solid line)
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Fig. 5. Relative error as a function of the number of iterations. (a) For np ¼ 50; f ¼ 1=16; DT ¼ 0:015. (b) For np ¼ 35; f ¼ 1=16; DT ¼ 0:03.
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the first-order Euler scheme as a coarse propagator even though it is clear that Euler scheme is not the appropriate integra-
tion scheme to integrate Eq. (21). The Euler scheme diverges very quickly for large time increments. However, in the tpCWM
framework, the solution still converges to the exact solution since the coarse propagator solution is corrected by the fine-
scale solution obtained using KMC in Eq. (20).

Fig. 4 shows the tpCWM solution for the fourth iteration step for the case where np ¼ 50; DT ¼ 0:015, and f ¼ 1=16, and
the relevant convergence of tpCWM is presented in Fig. 5(a). The gain due to CWM can be simply evaluated as the product of
1=f and the number of iterations until convergence. We test the convergence of the method further by using DT ¼ 0:03 and
np ¼ 35; results for this case are shown in Fig. 5(b).

Computational savings in tpCWM increase with increasing r and decreasing f. Three orders of magnitude in savings can be
achieved by r in the range of 20 and f of the order of 1/64.

5. Conclusions

This paper presented a tpCWM method for coupling multiphysics problems. Specifically, we presented an approach for
combining the compound wavelet method (CWM) suitable for coupling multiple time scales, with the Parareal time parallel
(TP) framework. Our results indicate that the combination of TP and CWM enables significant computational speedup for
coupling multiscale/multiphysics problems. Major advantages of tpCWM over the TP method are the realization of addi-
tional computational savings during each iteration step in addition to the parallel scalability with the increasing number
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of processors. The CWM corrects the coarse solution with the fine-scale solution by enabling an efficient interaction of the
fine and coarse methods over the entire time interval instead of just at their common temporal nodes.
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